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1. Title: Handling Uncertainty in Models of Seismic and Postseismic Hazards: Toward Robust Methods and Resilient Societies
Authors: Brian H. MacGillivray.
Abstract: Earthquakes, tsunamis, and landslides take a devastating toll on human lives, critical infrastructure, and ecosystems. Harnessing the predictive capacities of hazard models is key to transitioning from reactive approaches to disaster management toward building resilient societies, yet the knowledge that these models produce involves multiple uncertainties. The failure to properly account for these uncertainties has at times had important implications, from the flawed safety measures at the Fukushima power plant, to the reliance on short-term earthquake prediction models (reportedly at the expense of mitigation efforts) in modern China. This article provides an overview of methods for handling uncertainty in probabilistic seismic hazard assessment, tsunami hazard analysis, and debris flow modeling, considering best practices and areas for improvement. It covers sensitivity analysis, structured approaches to expert elicitation, methods for characterizing structural uncertainty (e.g., ensembles and logic trees), and the value of formal decision-analytic frameworks even in situations of deep uncertainty.
2. Title: Use and Misuse of MCDA to Support Decision Making Informed by Risk
Authors: Jeffrey M. Keisler, Igor Linkov.
Abstract: Recent guidelines for risk-informed decision making (RIDM) provide a gold-standard for how to incorporate probabilistic risk models in conjunction with other considerations in a decision process. Nevertheless, risk quantification using probabilistic and statistical methods is difficult in situations where threat, vulnerability, and consequences are highly uncertain and risk quantification. In such situations a wider variety of methods could be employed, which we call decision making informed by risk (DMIR) combining risk and decision analytics. Risk informed decision making (RIDM) can be considered as a special case of DMIR. Multi criteria decision analysis (MCDA) often serves as a basis for DMIR in order to flexibly accommodate different levels of analytical detail. DMIR often involves artful use of proxy variables that correlate with, and are more measurable than, underlying factors of interest. This article introduces the notion of DMIR and discusses the use of MCDA in its application in the context of risk-based problems. MCDA-based risk analyses identify metrics associated with threats of concern and system vulnerabilities, characterize the way in which alternative actions can affect these threats and vulnerabilities, and ultimately synthesize this information to compare, prioritize, or select alternative mitigation strategies. Simple linear additive MCDA models often integrate these inputs, but the same simplicity can limit such approaches and create pitfalls and more advanced models including multiplicative relationships can be warranted. This essay qualitatively explores the critical practitioner questions of how and when the use of linear multicriteria models creates significant problems, and how to avoid them.
3. Title: Quantitative Risk Assessment on the Transport of Dangerous Goods Vehicles Through Unidirectional Road Tunnels: An Evaluation of the Risk of Transporting Hydrogen
Authors: Ciro Caliendo, Gianluca Genovese.
Abstract: A quantitative risk analysis (QRA) concerning dangerous goods vehicles (DGVs), including also vehicles for the transport of liquid hydrogen (LH2TVs), running through unidirectional motorway tunnels was performed. An event tree was built, and a wide parametric analysis based on different geometric and traffic characteristics of tunnels was carried out. The effects of the annual average daily traffic (AADT) per lane, the tunnel length (L), the percentage both of heavy goods vehicles (HGVs) and DGVs (for a given 7% of LH2TVs) were investigated. The results in terms of social risk, as expressed by F/N curves and the expected value (EV), show an increased risk level with the presence of the hydrogen transported, and with certain F/N curves that might also lie above the acceptability limit. This means that additional safety measures should be implemented in order to reduce the risk level or that, alternatively, appropriate strategies of traffic control systems should be taken. A statistical modeling for developing a predictive method of the EV is also performed. The outcomes show that the regression coefficients have the signs expected. In particular, the EV increases with the tunnel length (L), the AADT, and the percentage both of HGVs and DGVs. However, the magnitude of estimated coefficients indicates that the expected value EV increases more with the traffic (AADT per lane, HVGs, or DGVs) than the tunnel length. The application of the approximate method might help the Tunnel Management Agencies (TMAs) in making quick decisions, at a preliminary stage, about temporarily allowing, forbidding or limiting the circulation of DGVs and/or LH2TVs through tunnels; and subsequently investigating in greater depth the potential hazards due to the transport of hydrogen in the worst cases individualized.
4. Title: Risk Factors for 100-Year Flood Events in the Mid-Atlantic Region of the United States
Authors: Gina Tonn, Seth Guikema.
Abstract: Anecdotal information indicates that streams in the Mid-Atlantic region of the United States experience more extreme flood events than might be expected. This leads to the question of whether this is an unfounded perception or if these extreme events are actually occurring more than should be expected. If the latter is true, is this due solely to randomness, or alternately to characteristics that make certain watersheds more prone to repeated events that may be defined as 100-year or greater floods? These questions are investigated through analysis of flood events based on standard flood frequency analysis. 100-year streamflow rates for stream gages were estimated using Bulletin 17B flood frequency analysis methods, and the probability of the annual peak flow record for each gage was calculated. These probabilities were compared to a set of synthetic probabilities to evaluate their distribution. This comparison indicates that for the Mid-Atlantic region as a whole, the Bulletin 17B method does not systematically over or underestimate flood frequency. A Random Forest model of probability of actual flood record (PAFR) versus watershed and stream gage characteristics was developed and used to understand if certain characteristics are associated with PAFR. This analysis indicated that unexpected numbers of large flood events in a stream gage period of record can be attributed primarily to randomness, but there is some correlation with watershed and gage characteristics including weighted skew, drainage area, and mean annual peak discharge. The results indicate that watersheds with high values of these characteristics may warrant advanced flood frequency methods.
5. Title: Quantitative Analysis on Risk Influencing Factors in the Jiangsu Segment of the Yangtze River 
Authors: Jinfen Zhang, Anxin He, Cunlong Fan, Xinping Yan, C. Guedes Soares.
Abstract: Quantitative risk influencing factors (RIFs) are proposed, using the Conjugate Bayesian update approach to analyze 945 collision accidents and incidents cases from the Jiangsu Segment of the Yangtze River over five years from 2012 to 2016. The accident probability is compared under a pairwise comparison mode in order to reflect the relative risk between accidental situations. The Bayesian update mode is constructed to quantitatively evaluate the relative importance of different RIFs. The riskiest segment of Jiangsu Waterways as well the main causations of collisions are identified based on the distributions of collision risk in the six segments of the waterways. The results can support managers to develop the most effective policies to mitigate the collision risk.
6. Title: An Integrated Risk and Resilience Assessment of Sea Ice Disasters on Port Operation
Authors: Xueqin Liu, Zhenhua Chen.
Abstract: Risk and resilience assessment of disasters plays a critical role in decision making for emergency response and postdisaster recovery. Yet, there is still a lack of modeling framework that could capture the effectiveness of economic resilience under uncertain disaster conditions. The objective of this study is to develop a novel integrated framework that is able to help decisionmakers understand the effectiveness of resilience performance under various risk conditions. Using hazard data of the Bohai Sea and throughput data of the Port of Yingkou (China) as an example, the copula-modeling method was adopted for the risk assessment of sea ice disasters on seaport operations. This study shows that the Gumbel Copula method, with consideration of ice thickness level and area of ice cover, provides the most robust risk assessment outcome. In addition, a grid chart system with an overlap of a joint return period and port throughput change provides a straightforward understanding of resilience performance under different risk levels. In particular, economic resilience tactics, such as production recapture and effective management, were confirmed to be effective resilience strategies, especially when a risk level is high, as port operational losses can be avoided up to 86.8%. Overall, the study provides insights that could help stakeholders improve the effectiveness of disaster risk management through an improved understanding of the linkage between risk and resilience.
7. Title: Expressions of Resilience: Social Media Responses to a Flooding Event
Authors: Ashley A. Anderson.
Abstract: Concerns over the resilience of individuals within communities impacted by extreme weather events have heightened in recent years due to the increasing frequency and intensity of these events. Individuals’ participation in communicative activities is an integral part of how they prepare for and respond to natural disasters. This study focuses on how individuals express resilience in social media posts from Twitter before, during, and after a regional flooding event in Colorado in 2013 (N = 210,303). Findings show that both negative and positive emotional responses spike at the start of the event, with positive emotions remaining high in the weeks following the event. Uses of language related to social connections, as well as references to home and work, increased during and after the event. Tweets used pronouns focused on the self during the event but shifted to pronouns focused on the collective after the event. This study points the importance of language for understanding the lasting impact extreme weather events can have on individuals, as well as when and how to reach individuals with information about recovery. The increased focus on collective language after the event provides an opportunity for calls to action in collecting and distributing shared resources.
8. Title: The Role of Fairness in Early Characterization of New Technologies: Effects on Selective Exposure and Risk Perception
Authors: Hwanseok Song, Hang Lu, Katherine A. McComas.
Abstract: Previous research suggests that when individuals have limited knowledge to make sense of new or emerging technologies, they may rely more on available cues, such as the fairness of those managing the risks, when developing their attitudinal and behavioral responses to the technology. To examine this further, we designed an online experiment (N = 1,042) to test the effects of risk managers’ nonoutcome fairness on individuals’ selective exposure to additional information and perceived risk. As the study context, we used the development of enhanced geothermal systems (EGS), which uses drilling to tap deep underground sources of heat for district heating and electricity and remains low in familiarity among the U.S. public. The results suggest that participants who read about the fair risk manager were subsequently more likely to have positive attitudes toward EGS development. In turn, those with more positive attitudes were more likely to select and read positively valenced articles about EGS, resulting in an indirect effect of the fairness condition. Although this study also explored whether uncertainty moderated this fairness effect on information seeking, it found no evidence. Additionally, when participants were exposed to information featuring fair risk managers, perceived risk decreased, an effect that was mediated by beliefs that EGS was controllable and not dreadful. These results underscore the importance of using practices that will increase nonoutcome fairness in the introduction of new technologies.
9. Title: Storms, Fires, and Bombs: Analyzing the Impact of Warning Message and Receiver Characteristics on Risk Perception in Different Hazards
Authors: Maxi Rahn, Samuel Tomczyk, Silke Schmidt.
Abstract: In crisis communication, warning messages are key to prevent or mitigate damage by informing the public about impending risks and hazards. The present study explored the influence of hazard type, trait anxiety, and warning message on different components of risk perception. A survey examined 614 German participants (18–96 years, M = 31.64, 63.0% female) using a pre–post comparison. Participants were randomly allocated to one of five hazards (severe weather, act of violence, breakdown of emergency number, discovery of a World War II bomb, or major fire) for which they received a warning message. Four components of risk perception (perceived severity, anticipatory worry, anticipated emotions, and perceived likelihood) were measured before and after the receipt. Also, trait anxiety was assessed. Analyses of covariance of risk perception were calculated, examining the effect of warning message, trait anxiety, and hazard type while controlling for age, gender, and previous hazard experience. Results showed main effects of hazard type and trait anxiety on every component of risk perception, except for perceived likelihood. The receipt of a warning message led to a significant decrease in anticipated negative emotions. However, changes across components of risk perception, as well as hazards, were inconsistent, as perceived severity decreased while perceived likelihood and anticipatory worry increased. In addition, three interactional effects were found (perceived severity × hazard type, perceived severity × trait anxiety, and anticipated emotions × hazard type). The findings point toward differences in the processing of warning messages yet underline the importance of hazard type, as well as characteristics of the recipient.
10. Title: Snapshot Models of Undocumented Immigration
Authors: Scott Rodilitz, Edward H. Kaplan.
Abstract: Accurately estimating the size of the undocumented immigrant population is a critical component of assessing the health and security risks of undocumented immigration to the United States. To provide one such estimate, we use data from the Mexican Migration Project (MMP), a study that includes samples of undocumented Mexican immigrants to the United States after their return to Mexico. Of particular interest are the departure and return dates of a sampled migrant's most recent sojourn in the United States, and the total number of such journeys undertaken by that migrant household, for these data enable the construction of data-driven undocumented immigration models. However, such data are subject to an extreme physical bias, for to be included in such a sample, a migrant must have returned to Mexico by the time of the survey, excluding those undocumented immigrants still in the United States. In our analysis, we account for this bias by jointly modeling trip timing and duration to produce the likelihood of observing the data in such a “snapshot” sample. Our analysis characterizes undocumented migration flows including single-visit migrants, repeat visitors, and “retirement” from circular migration. Starting with 1987, we apply our models to 30 annual random snapshot surveys of returned undocumented Mexican migrants accounting for undocumented Mexican migration from 1980 to 2016. Scaling to population quantities and supplementing our analysis of southern border crossings with estimates of visa overstays, we produce lower bounds on the total number of undocumented immigrants that are much larger than conventional estimates based on U.S.-based census-linked surveys, and broadly consistent with the more recent estimates reported by Fazel-Zarandi, Feinstein, and Kaplan.
11. Title: Evaluating an Intervention to Reduce Risky Driving Behaviors: Taking the Fear Out of Virtual Reality
Authors: Clara Alida Cutello, Michaela Gummerum, Yaniv Hanoch, Elizabeth Hellier.
Abstract: Educational programs are the most common type of intervention to reduce risky driving behavior. Their success, however, depends on the content of the material used and the mode of delivery. In the present study, we examined the impact of fear versus positively framed road safety films and traditional technologies (2D) versus emerging technologies (VR) on young drivers’ self-reported risky driving behaviors. One hundred and forty-six university students completed a similar set of questionnaires pre-intervention and post-intervention, two weeks later. In addition, they were randomly assigned to one of the four experimental conditions (VR vs. 2D; positive vs. negative). In the VR conditions, the film was presented using an HTC VIVE Virtual Reality headset. In the 2D conditions, the film was presented on a computer screen. Measures evaluating attitudes toward risky driving behavior were completed at both time frames, questions regarding the participants' emotional arousal were asked at pre-intervention as a manipulation check, and questions regarding willingness to take risks in potentially dangerous driving situations were asked at follow-up. The findings indicate that the positively framed films significantly decreased self-reported risky driving behaviors in both modalities, but especially when viewed in VR format. In contrast, the fear appeal film, when shown in VR, failed to reduce risky driving behaviors, and in fact, increased young drivers’ self-reported risky driving behaviors. Theoretical frameworks regarding the strengths and weaknesses of fear appeals and positively framed appeals are discussed to aid future research to reduce risky driving. Practical implications on the future usage of VR are also considered.
12. Title: Integration of Evidence on Community Cancer Risks from Elongate Mineral Particles in Silver Bay, Minnesota
Authors: Linda D. Dell, Alexa E. Gallagher, Lisa J. Yost, Kenneth A. Mundt.
Abstract: The potential for cancer-related risks to community members from ambient exposure to elongate mineral particles (EMPs) in taconite processing has not been formally evaluated. We evaluated 926 ambient air samples including 12,928 EMPs (particle structures with length-to-width ratio ≥3:1) collected over 26 years near a taconite processing facility in Silver Bay, Minnesota. Eighty-two percent of EMPs were ≤3 μm in length and 97% of EMPs had an average aspect ratio <20:1. A total of 935 (7.3%) EMPs had length >5 μm and AR ≥3:1. Average ambient concentration of NIOSH countable amphibole EMPs over all years was 0.000387 EMPs per cubic centimeter (EMP/cm3). Of 12,765 nonchrysotile EMPs, the number of amphiboles with length and width dimensions that correlate best with asbestos-related carcinogenicity ranged from four (0.03%) to 13 (0.1%) and the associated ambient amphibole air concentrations ranged from 0.000003 to 0.000007 EMP/cm3. After 65 years of taconite processing in Silver Bay, evidence of an increased risk of mesothelioma and lung cancer in community members who did not work in the taconite industry is lacking. The absence of an increased risk of asbestos-related cancer in the Silver Bay community is coherent with supporting evidence from epidemiological and toxicological studies, as well as ambient exposure data and lake sediment data collected in Minnesota Iron Range communities. Collectively, the data provide consistent evidence that nonasbestiform amphibole minerals lack the carcinogenic potential exhibited by amphibole asbestos.
13. Title: Risk Assessment of Glyphosate Exposures from Pilot Study with Simulated Heavy Residential Consumer Application of Roundup® using a Margin of Safety (MOS) Approach
Authors: Daniel G. Kougias, Eric Miller, Abigail McEwen, Heidi Reamer, Michael Kovochich, Jennifer Pierce.
Abstract: Due to the widespread application of glyphosate, a nonselective herbicide, to a variety of resistant food crops, the general population is exposed to glyphosate through dietary intake. Despite this, dietary exposures to glyphosate are considered low in comparison to application-related exposures. Although previous studies have evaluated exposure to horticultural and agricultural workers, to date only one study, which we recently conducted, has characterized exposure to glyphosate in consumers following heavy residential application of a glyphosate-containing herbicide in a residential yard and garden setting. In this previous study, we demonstrated that urinary glyphosate concentrations in these applicators were similar to or in some circumstances greater than those in occupational applicators, likely due to the nature of the simulation study, which ensured a heavy application protocol. However, it is unknown whether these urinary glyphosate concentrations in consumer applicators correspond to internal doses that may be of concern. Therefore, the purpose of this study is to provide a comprehensive risk assessment of glyphosate exposure in consumer applicators using a margin of safety approach. Here, we incorporated data collected from multiple spot urine samples across time from our previous study that assessed consumer exposure to glyphosate from Roundup® application. Estimated internal doses, even with the use of conservative assumptions across unique approaches, were below internal doses estimated from established health-based guidance values. Overall, this study demonstrates that glyphosate exposure from even heavy consumer application of a commercially available glyphosate-containing herbicide does not appear to be a health concern.
14. Title: Data Mining Approaches for Assessing Chemical Coexposures Using Consumer Product Purchase Data
Authors: Rogelio Tornero-Velez, Kristin Isaacs, Kathie Dionisio, Steven Prince, Hanna Laws, Michael Nye, Paul S. Price, Timothy J. Buckley.
Abstract: The use of consumer products presents a potential for chemical exposures to humans. Toxicity testing and exposure models are routinely employed to estimate risks from their use; however, a key challenge is the sparseness of information concerning who uses products and which products are used contemporaneously. Our goal was to demonstrate a method to infer use patterns by way of purchase data. We examined purchase patterns for three types of personal care products (cosmetics, hair care, and skin care) and two household care products (household cleaners and laundry supplies) using data from 60,000 households collected over a one-year period in 2012. The market basket analysis methodology frequent itemset mining (FIM) was used to identify co-occurring sets of product purchases for all households and demographic groups based on income, education, race/ethnicity, and family composition. Our methodology captured robust co-occurrence patterns for personal and household products, globally and for different demographic groups. FIM identified cosmetic co-occurrence patterns captured in prior surveys of cosmetic use, as well as a trend of increased diversity of cosmetic purchases as children mature to teenage years. We propose that consumer product purchase data can be mined to inform person-oriented use patterns for high-throughput chemical screening applications, for aggregate and combined chemical risk evaluations.
